Chapter-1
CONCEPT OF RELATIONS AND
FUNCTIONS

ORDERED PAIR :
An ordered pair consists of two objects or element in a given fixed order.

For example, If A and B are any two sets, then by an ordered pair of elements we mean a pair (a, b) in
that order where a€ A and be B.

EQUALITY OF ORDERED PAIR :

Two ordered pairs (a, b ) and (a,, b)) are equal iffa =a andb,=b,i.e.(a,b)=(a,b)=a =a
andb =b,.
CARTESIAN PRODUCT OF SETS :

Let A and B be any two non empty sets. The set of all ordered pairs (a, b) such that ac A and be B is
called the cartesian product of the sets A and B is denoted by A x B.

Forexample [f A={1,2,3} and B={2,4}
then A x B ={(1,2), (1,4),(2,2),(2,4),(3,2),(3,4)}
RELATION :

Let A and B be two sets. Then arelation R from A to B is a subset of A x B. Thus, R is arelation from
AtoB < RcA xB.

TOTALNUMBER OF RELATION :

Let A and B be two non-empty finite sets consisting of m and n element respectively. The A x B consists
of mn ordered pairs. So total number of subsets of A x B is 2™.

2

Since each subset of A x B defines a relation from A to B.
So the total number of relation from A to B is 2™.

Example: IfA={a,b,c,d}, B={p,q,r, s} then which of the following are relation from Ato B? Give
reasons for your answer.

(@R, ={(a,p), (b, 1), (c, 8)}
(b) R, ={(a, p), (a, @), (d, p), (¢, 1), (b, 1)}
(©R,={(q,b), (c, ), (d, 1)}
Solution : (a) Clearly R, cA X B. SoR  isrelation from A to B.
(b) Clearly R,cA x B. SoR, is relation from A to B.
(c)Clearly R,cA x B .. (q,b) € AXB.SoR, is not arelation from A to B.
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DOMAIN AND RANGE OF A RELATION :

Let R to be arelation from a set A to a set B. Then the set of all final components or cordinates of the
ordered pair belonging to R is called the domain, R while the set of all second components or co-ordinate of
the ordered pairs in R is called the range of R.

Thus Dom (R)={a:(a,b)eR}
and Range (R)={b:(a,b)eR}
Example : If A={1,3,5,7}and B={2,4,6,8, 10} and let R = {(1, 8), (3, 6), (5,2),(1,4)} be a
relation from A to B. Then find Domain and Range.
Solution: Dom (R)=1{1, 3,5}
Range (R) + {8, 6,2,4}
RELATION ONA SET:

Let A be anon void set. Then a relation from A to itself i.e. a subset of A x A is called a relation on set
A.

INVERSE RELATION :

Let A and B be two sets and let R be a relation from a set A to a set B. Then the inverse of R, denoted by
R-!, is arelation from B to A and is defined by

R'={(b,a): (a,b)eR}
clearly, (a,b)eR < (b,a)eR™!
Also, Dom (R) =Range (R™') and Range (R) =Dom (R™")
TYPES OF RELATIONS

(i) Void Relation—Let A be a set. Then A x A and so it is a relation on A. This relation is called the
void or empty relation on A.

(ii) Universal Relation—Let A be a set. Then A x A < A x A is called univesal relation on A.

Note—It s to note here that the void and universal relations ona set A are the smallest and largest relation
on A respectively.

(iii) Identity Relation—Let A be a set. Then the relation I, = {(a, a) : a€ A} on A is called the identity
relation on A.

In other words arelation I, on Ais called the identity relation if energy element of A is related to itself only.

(iv) Reflexive Relation—A relation R on a set is said to be reflexive if every element of A is related to
itself.

Thus, Ris reflexive < (a, a)e R for every ac A
Arelation R on a set A is not reflexive if there exists an element ac A such that (a, a)¢ R.

Example:Let A={1,2,3}beaset. ThenR ={(1, 1), (2,2), (3, 3),(1,3), (2, 1)} is areflexive relation.
AbutR'={(1,1),(3,3),(2, 1)} is not areflexive relation on A because 2 A but (2, 2)eR'.
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Note—1. The identity relation on a non void set A is always reflexive relation on A. How ever a
reflexive relation on A is not necessarily the identity relation on A.

2. The universal relation on a non-void set A is reflexive.

Acrelation R on N defined by (x, y) € R & x >y is areflexive relation on N because every
natural number is greater than or equal to itself.

(v) Symmetric Relation—A relation R on a set A is said to be a symmetric relation iff (a, b)e R = (b,

a)eRforall a, be A.

1.e.aRb = bRaforall a, be A.
Note—The identity and universal relations on a non void set are symmetric relations.
Forexample Let A={1,2,3,4} andletR and R, be relations on A given by:
R, ={(1,3),(1,4),(3,1),(2,2), (4, 1)} and
R,={(1,1),(2,2),(3,3),(1,3)}
Clearly R, is a symmetric relation on A.
because (a,b) € R, = (b,a) € R,
ButR, is not symmetric relation on A.
because (1,3)€ R but(3,1) ¢ R,
(vi) Transitive Relation : Let A be any set. A relation on R on A is said to be transitive relation iff:
(a,b)e Rand (b,c)e R=(a,c)e Rforalla,b,e A.
i.e. aRband bRc = aRc foralla, b, c e A.
Note—The identity and the universal relation on a non void set are transitive.
Forexamplelet A={1,2,3,4} and letR and R, be relation on A given by :
R, ={(1,1),(1,2),(2,1),(2,2), (3, 1)} and
R,={(1,1),(1,2),(2,3),3, 1}
Clearly R is transitive but R, is not transitive relation because (1, 2), (2,3) € R, but (1,3) € R..
Example : Check the relation R for reflexivity symmetry and transitivity, where R is defined as 1, R L, iff 1,

L1 foralll,he A.

Solution : Let A be the set of all lines in a plane. Given that] R1 <1 L1 foralll,l, €A.
Reflexivity : R is not reflexive because a line cannot be pependicular to itself i.e. 1 L 1is not true.
Symmetry : Letl,l, € Asuchthatl 11.Thenl L1 =1 L1.

So, R is symmetric on A.

Transitivity : R is not transitive because 1, L 1,and 1, L 1, does not implies that1 L 1..

* EQUIVALENCE RELATION

A relation R on a set A is said to be an equivalence relation if R is reflexive, symmetric and transitive.
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Example : Show that the relation R defined on the set A of all triangle ina planeas R={(T, T,) : T, is
similar to T, } is an equivalence relation.

Solution : Reflexivity : We know that every triangle is similar to itself. Therefore (T, T) € R forall Te A
= Risreflexive.

Symmetricity : Let (T, T,) € R Then,

(T;,T,)e R=T, is similar to T,
=T, is similar to T,
= (T,,T))eR

So, Ris symmetric

Transitivity : Let T, T,, T, € Asuchtha (T, T,) € Rand(T,, T,) € Rthen (T, T,) € Rand (T,, T,)
e R

= T, issimilartoT,and T, is similarto T,

= T, issimilarto T,

= (T,T)eR

So, Ris transitive

Hence, R is an equivalence relation.

Example 2 : Let R be arelation on the set of all lines in a plane defined by (1,,1)) € R <1 is parallel to
1,. Show that R is an equilence relation.

Solution : Let L be the set of all line in a plane. Then we observe the following properties.
Reflexive : Foreachlinel e L, wehavellll= (I,1) € R forevery 1 € L = R is reflexive.
Symmetric: Let],1 € Lsuchthat(l,l,)e R.Then(1,1)e R=1IIl,= 111,
=(,I)eR
So R is symmetric on L.
Transitive : Let1,1,1,€ Lsuchthat(l,1,) € Rand (1,,1,) € R. Then
(1,1,)e Rand(l,,1,) e R=11I1,and L, Il
=1 1,
=(1,1)eR
SoRis transitive on L.
Hence R is an equivalence relation on L.
FUNCTION :

A relation ffrom a set A to set B is said to be function if every element of set A has one and only one
image in set B.
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In other words, a function fis a relation from a non-empty set A to a non-empty set B such that the
domain of fis A and no two distinct ordered pairs in fhave the same first element.

If fis a function from a set A to set B, then we write f : A — B which is read as f'such that A tends to B
fmaps AtoB and (a,b) € f. thenf(a) =b, where ‘b’ is called the image of under f and ‘a’ is pre-image of b
under f.

DOMAIN CO-DOMAIN AND RANGE OF A FUNCTION :

Letf: A — B, Then the set A is known as the domain of f and the set B is known as the co-domain of 1.
The set of all f-images of elements of A is known as the range of f.

Forexample Let A={-2,-1,0,1,2}and B={0, 1,2, 3,4, 5,6} consider arule f (x) =x% Then f (—
2)=4,f(-1)=1,f(0)=0,f(1)=1 and f(2) =4.

So domain (f)=A={-2,-1,0,1, 2}
and range (f)={0, 1,4}
Co-domain (f)=1{0,1,2,3,4,5,6}
EQUAL FUNCTION :
Two function f and g are said to be equal iff :
@) the domain of f =domain of g.
(i1) the co-domain of f = codomain of g.
(i) f (x) = g(x) for every x belonging to their common domain.
NUMBER OF FUNCTIONS :

Let A and B be two finite sets having m and n elements respectively. Then the total number of function
from A toBisn™.

KINDS OF FUNCTIONS
ONE-ONE FUNCTION (INJECTIVE) :
A function f: A — B is said to be a one-one function or an injective if different element of A have different
image in B.
i.e forenergy x,,x, € A, f(x)=1(x) =x,=x,
Letf: A— Bandg: x — ybe two functions represented by the following diagram clearly f: A — B is

aone-one function. But g : x — y is not one-one be cause two distinct element x, and x, have the same image
y, under function g.
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g
Y
¥
Y3
Yy
Example:Let A = {1, 2,34 }; B= {1, 2,3,4.5,6 } and a function defined by f(x) =x + 2 for
all X e A.
Sol. We have {(1,3),(2,4), (3, 5), (4,6)} so fis one-one function.
Many-one Function : A function is said to be many-one function if two or more elements of

set A have the same image in B.
ie. forevery x ,x, €x,f(a) =f(a,)) =b, f(x) =f(x,) = x,.
Letf: A — B be a function represented by the diagram.
A B

Clearly  a,#a, butf(a)="f(a)=b,
and a, #a, butf(a)=f(a)=b,
So f'is many-one function.

ONTO FUNCTION (SUBJECTIVE)

A function f: A — B is said to be onto (or Subjective) if every element of is the image of some element of
A under of i.e. for every A € B there exist an element ain A such that f(a) =b

Letf: A — B be a function represented by the diagram

A B
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Example: Let A {-1,1,2,-2},B={1,4} andf: A — B be a function defined by f(x) = x. Show that

f1s onto.
Sol. We have f(-1)=(-1)*=1
f(1)=(1)’=1
f2)=2)7=4

f(-2)*=(-2)*=4
ie. f(x)={ f(-1),f(-2),f(3),f(1)} ={1,4} =B
so fis onto.
ONE-ONE AND ON TO FUNCTION (BIJECTIVE) :
A function f: A — B is said to be bijective it is one-one as well as onto.

Letf: A — B afunction represented by the following diagram.
A B

Example:Let A=R-{2}and B=R - {1}.Iff :ﬁ&;e!):Bgigunction defined by
X—=2 Xy—2
that f'is bijective.

Sol. One-one function : Let x, y be any two elements of then
f(x) =1(y)

=

=  x-D-2)=x-2)@(y-D
= Xy—y—2X+2=xy—x—-2y+2
= X=y
Thus f (x) =f(y) = x =y for all X, y € A sofis one-one function.
ONTO-FUNCTION:

Let y be an arbitrary element of B then
fx)=y

(7)
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=  (x-D=yx-2)

X=1—2y
-y

Clearly is areal number for all y # 1

Sof(x)=

So fis onto function.
Hence fis bijective.
COMPOSITION OF FUNCTIONS :
Let f: A— Bandg: B — Cbe two functions. Then a function g of f : A — C defined by
gof x)=g(f(x)),forallxe A

is called the composition of f and g.
Consider the two functions given below
Letf:A—>Bandg:B—>C
Now fx)=2x+1,xe {1,2,3}
and gy)=y+1lLye {357}

X

Example : If the function f: R — R be given by f(x) =x>+2and g : R — R be given by g(x) = find

x—1
fog and gof.
Sol. fog(x) = f (g(x)) = (g(x))* +2

+2

(x—1)?
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f(x) = x*+2
f(x)-1 x*+2-1

and gof(x) = g(f(x)) =

INVERSE OF A FUNCTION :

Afunction f: x — y is defined to be invertible, if there exists a function g : y — x such that gof =1 _and fog
=1 The function g is called the inverse of f and is denoted by f'.

If fis invertible, then f must be one-one and onto and conversely, if f is one-one and onto, then f must be
invertible. This fact significantly helps for proving a function of to be invertible by showing that f is one-one and
onto specially when the actual inverse of f'is not to be determined.

Example : Let f: N — y be a function defined as f(x) =4x + 3, where y = { y € N : y=4x + 3 for some
x € N}. Show that f is invertible find the inverse.

Sol. Consider an arbitrary element y of Y. By the definition of Y, y =4x + 3 for some x in the domain N.
This shows that

{0 ),

x>414
. y-3 .
ie g(y)= ; defineg:y—>N
f(x)-3
Now go f(x) = g (f(x)) = 4
4x+3-3
B 4

goff(x)=x=1_
and fog (y) =f(g(y)) =4g(y) +3

=y-3+3
=Yy
fog(y)=y=1,
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so, fis invertible and g is the inverse of f.

BINARY OPERATIONS :

If A and B be two non empty sets, then a function from A x A to A is called a binary operation on A. It
is denoted by ‘*’ the unique element of A associated with the pair (a, b) of A x A is denoted by a * b.

PROPERTIES OF BINARY OPERATIONS :

1. Binary operation is commutative
i.e.a*b=b*aforalla,be A
2. Binary operation is associative
ie.(@a*b)*c=a* (b*c)foralla,b,ce a}
3. Anelemente € A issaid to be an identity elementiff e *fa=a=a*e

An element a € A is called invertible iff there exists some b € A suchthata*b=b*a=e,bis
called inverse of A.

MISCELLANEOUS QUESTIONS
Part A
Show that the relation ‘is a fator of” from R to R is reflexive and transitive but not symmetric
2. Show that each of the relation R in the set %;}ﬁﬁ%ﬁf € 113 1
A={xe z:0<x<12)givenby 4 I=x
(a) R={(a,b):la—blis multiple of 4}

(b) R={(a,b):a=b}isaequivalence relation.

, X #1

3. LetRbearelation on the set of all lines in a plane defined by (1 ,1,) € R = line 1. is parallel to 1,. Show
that R is an equivalence relation.

4. Which of the following functions are onto functioniff: R > R.
(a)
(b)

5. Which of the following functions are many-to-one function?
(@ f:{-2,-1,1,2} > {2,5} definedasf (x) =x+ 1
(b) f:{0,1,2} > {1} definedasf(x)=1
(©) f:N—>Ndefinedasf(x)=5x+7

6.  Findfog, goft, fof and gog for the following functions :
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10.

I1.

Letf(x)=1x1, g (x)=[x]. Verify that fog # gof.

Find the Inverse of each of the following function (if it exist).

(@) f(x)=x+3 VxeR
(b)
(©)

If A={1,2}. Find the total nubmer of binary operations on A.

Let * be the binary operation defined on Q by forall a, b, € Q*, then find the inverse of 4*6.

A binary operation * on Q — {—1} is defined by a*b=a+b+abforalla,be Q- {-1}. Find identity
element on Q. Also find the inverse of an elementin Q — {—1}.

MISCELLANEOUS QUESTIONS
Part-B
Write for each of the following functions gof, gof, fof, gog.
@ fx)=x} gx)=4x-1

(b) f(x)=vx—-4 x24,g(x)=x—-4

(©
Without using graph prove that the function f : R — R defined f (x) =4 + 3x is one-to-one.
Prove that f : R — R defined by f (x) =4x? -5 is a bijection.

Which of the following equations describe a function whose inverse exists :

(a)
(b)
(©)
@ F(x) = 3x+1
X —
If gof (x) =1 sin x | and gof (x) = then find f (x) and g (x).

Check whether the relation R defined in the set {1,2,3,4,5,6} adR={(a,b):b=a+ 1} isreflexive,
symmetric and transitive.
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Let * be a binary operation on Q defined by forall, a,b e Q. Prove that * is commutative

on Q.

Let * be a binary operation on the set Q of rational numbers define by a* b = ab foralla,be Q, show

that * is associative on Q.

(12)



Chapter-2
CONCEPT OF INVERSE TRIGONOMETRIC
FUNTIONS

A function f: A — B isinvertible iff it is a bijection. The inverse of f is denoted by ' and is defined as
fFly)=xefx)=y
Clearly, domain of f' = range of f and range of f! = domain of f.

Consider the sine function with domain R and range [-1, 1] clearly is not invertible. If the restrict the
domain of it in such a way that it become one-one, then it would be come invertible. If we consider sine as a
function with domain [-7t/2, /2] andx € [-1, 1] sin"'x has infinitely many values for givenx € [-1, 1]. sin

'x has infinitely many values for given x € [-1—, 1]. There is one value among these values which lies in the

interval . This value is called the principal value.
DOMAIN AND RANGES OF INVERSE TRIGONOMETRICAL FUNCTIONS
Function Domain Range
sin'x -1, 1] [-m/2, /2]
cos™'x [-1,1] 3 /7] n[i, |
tan'x (o0, 00) E%“ @j[o’ F{m2, 12)
cot'x (=00, 00) (0, Tr)
sec™'x (=00, —1) U (1, ) [0, /2)u (w/2, ]
cosec™' x (=00, =1) U (1, )

Example : Find the principal value of sin™!

1
11 — | = e
Sol. Let sin ( > j

Or sin@ =

el

Or
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PROPERTIES OF INVERSE TRIGONOMETRIC FUNCTIONS :

2.

3.

4,

5.

6.

7 @
(ii) cos™! (-x)=m= cos_lx, xe[-11]
(ii) tan ™! (-x)=-— tan ' x,xe R
(iv)
)
(Vi)

8. @)
(ii) tan”' x + cot " x =g,xe R
(ii)
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(1)
(1if)
10. 6)
(1)
(1i1)

_ _ \/1+x2
=sec 'V1+x? =cosec ][
X

_ _ - + .
tan”' x +tan”'y = tan”"| 2L |+ if xy > 1
1-xy

tan*—tan"' = tan”' | =2 , Xy >—1
1+xy

sin"'x xsin”'y =sin™’ (x\/l—y2 * y\/l— x? )

ifx,yZO,X2+y2S1

ifx,yZO,X2+y2 >1
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(1v)

ifx,yZOandX2+y2 <1

11. @)
(i) 2cos”' x =cos ' (2x% —1)
(1ii)
12. @)
(i) 3cos' x =cos™ (4x° —3x)
3x —x°
3tan”' x = tan”"
() ( 1-3x* J
13.

Example : Solve the equation

Sol. Let x =tan 0, then

tan ™! 1-tan® = ltan’1 (tan 6)
1+tan 6 2

-1 o 1
tan | tan| ——0 ||=—0
= [ (4 ﬂ 2
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. tan ™ cox ,_—n<x<3—n' i
Example : Express I—sinx ) 2 5 in the simplest form.

X . 2X
cos® = —sin® =
2 2

[ cosx _
Sol. tan ](1 : jztan :
—sin X X . X . X X
S cosz—+sm2——251n5cosa

(17)



MISCELLANEOUS QUESTIONS
Part-A
Find the principal value of each of the following :

(a)

(b) cos™" (g}

(©)
(d  cot' (1)
(e)

®

Evaluate :

() coS (cos1 lj
3

(b)

(©)

(d)
(e) Cosec[cot'1 (—\/§ )]
Simplify :
() tan (cosec1 ij
2
(b)  sec(tan™ x)

(©)
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(d)  cos(cot! x?)

(e)  cot(cosec™ x?)

Solve the equation tan™' (x — 1) + tan™" (x + 1) = tan™" (3x).
If cos™! x + cos™!y + cos™'z =7, then

Prove that x? + y> + 22 + 2xyz = 1.

Prove each of the following :

(a)

(b)

(©)

If cos™ (x) + cos™ y = B, prove that x> — 2xy cos B + y* = sin* p.

Evaluate each of the following :

(a)

(b)  cot(tan™' ¢ +cot! ¢)

(©)

(d)

MISCELLANEOUS QUESTION
Part-B
If f: R — R defined by f (x) = x* + 4. What will be f™.

Solve the equation :
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Show that :

{\/ler +\/1 x? n+ COS )
\/1+X —\/1 x>

Prove that :

() tan” \/;:%COSIG:E)
(b)

©

_1[ cosx —sin x T
(d) fan” | S22 TAHA )R

cosx+sinx ) 4

-2 -1 be+l ~ifac+1)
(e) cos + cot + eot
h - ' %ﬁxmj{ ( j
tan l
Sin X m

(20)



Chapter - 3
MATRICES AND DETERMINANTS

MATRIX :
A set of mn numbers (real or imaginary) arranged in the form of a rectangular array of m rows and n

columns is called m x n matrix.

An m x n matrix is usually written as

a]] a]z a!3 cee a]J e a]n
yp Ayp Ay Ay
. . aj3 .
_am] () : amj A ]

In Compact form the above matrix is represented by A - [a, ] or A=([a,]

TYPES OF MATRICES :
(i) Row Matrix : A matrix having only one row is called a row-matrix.

Forexample, A=[12 —-15 -2]isarow mtgi( %O%;t 1x4

(ii) Column matrix : A matrix having only one col {Bn % alikd a column matrix.

1

2
For Example, —% 1s a column matrix of order4 x 1

(iii) Sqaure Matrix : A matrix in which the number of rows is equal to the number of column, say n is

called a square matrix of order n.

For Example, the matrix is sqaure matrix of order 3 in which the diagonal elements are 1,

4and7.
(iv) Diagonal Matrix : A square matrix A= [aij]mn is called a diagonal matrix if all the elements except

those in the leading diagonal are i.e. a, = Oforalli#j

For Example The matrix is a diagonal matrix and itis denoted by diag [1, 2, 3]
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(v) Scalar Matrix : A sqaure matrix A = [aij] i#jand a, = constant for all i.

In other word, a diagonal matrix in which all the diagonal elements are equal is called the Scalar matrix.

For Example : The matrix are Scalar matrix.

(vi) Identity Or Unit Matrix : A squre matrix A = (2], is called an identity or unit matrix if a,=0 for
alli#jamd a, =1 foralli.

In other words, a diagonal matrix in which all the diagonal elementsare equal to 1 is called the matrix,
and itis denoted by I.

For Example

The matrices are null matices of order 2 x 2 and 3 x 3 respectively.

(vii) Null Matrix : A matrix whose all elements are zero is called a null matrix or a zero matrix.

For Example are upper triangular matrix
(ix) Lower Trianguloar Matrix : A sqaure matrix A= [a, is called a lower triangular matrix if a,=0

i

foralli<j forexample A= is alower triangtilar m

EQUALITY OF MATRICES :

Two matrices A = [aij] and B = [bij]rX .are equal if,

@) m =ri.e. the number of rows in of equals the number of rows in B.
(i1) n =s1i.e. the number of column in of equals the number of column in B.
(i) aij:bij fori=1,2, ... mandj=1,2,3...n.

If two matrices A and B are equal, we write A =B otherwise we write A #B.

Example : Find the values of X, y, z and a which satisfy the matrix equation

Sol. Since the corresponding elements of two equal matrices are qual.
S X+3=0,2y+c=-7,z—1=3and4a-6 6=2a
Solving these we get

a=3,x=-3,y=-2,z=4
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ADDITION OF MATRICES :
The sum of two matrices is defined only when they are of the same order.
If A and B be two matrices, each of order m x n. Then their sum A + B is a matrix of order m x n and is

obtained by adding the corresponding elements of A and B.

Example : If then find A + B.
Sol.
PROPERTIES OF MATRIX ADDITION :
@) Matrix addition is commutative i.e. If A and B are two m x n matrices, then

A+B=B+A
(i) Matrix addition is associative i.e. If A, B, < are three matrices of the same order then (A+B)

+C=A+B+0) AQ % 1223
449+ 211 4
(iii)  Existence of Indentity : The null matrix 1s the identity element for matrix additioni.e. A+ O
=A=0+A
(iv)  Existence of Inverse : For every matrix A = [aij]m ., these exists a matrix [—aij]m .
by —A such that
A+(-A)=0=(-A)+A

v) Cancellation laws hald good in case of addition matrices.

denoted

If A, B, C are matrices of same order then
A+B=A+C=B=CandB+A=C+A=B=C
SUBTRACTION OF MATRICES :
If A and B are two matrices of same order the define
A-B=A+(-B)
MULTIPLICATION OF AMATRIX BY ASCALAR
LetA= [aij ] be an m x n matrix and k be any number called a scalar, then scalar multiplication is defined
as

=[Ka,]

ij-mxn

(23)



Forexample : If A then

MULTIPLICATION OF MATICES :

The Product two matrices A and B is defined if the number of columns of A is equal to the number of rows
of B.

Let A= [aij]an and
B=[b ]

ijinx

, are two matrices then the Product AB is the matrix C of order m x p

For example : If

Then product AB is defined and is given by . Thisis a2 x 2 matrix.
1 263, 2 712 17
lgv” J3laddBl=| -1 1
PROPERTIES OF MATRIX MULTIPLICATION :| 1}-B512= 5 415 4,
@) Matrix multiplication is not commutative in general i.e. AB #BA
(i1) Matrix multiplication is associative i.e.

(AB)C=A(BC)
(i) Matrix multiplication is distributive over matrix addition
ie. A(B+C)=AB+ AC
(@iv) If A is an m X n matrix then
[ A=A=Al
TRANSPOSE OF A MATRIX :
IfA= [aij] be an m x n matrix then the transpose of denoted by AT or A'is an n x n matrix.

Thus AT is obtained from A by changing its rows into columns and its columns into rows.

For example : If , then

(24)



PROPERTIES OF TRANSPOSE OF MATRIX

If A and B be two matrices then,

@ (A=A
(i1) (A+B)T=AT+ BT, A and B being of the same order.
(iii) (KA)"=KAT, K be any Scalar
@iv) (AB)"=BTAT
SYMMETRIC AND SKEW-SYMMETRIC MATRICES
SYMMETRIC MATRIX :

A square matrix of is called a Symmetrix if AT=A

Le.a,=a, foralli,]
SKEW—SYMMETRIC MATRIX :

A square matrix A is called a Skew-Symmetric matrix if
AT=-A

_=-a_foralli,j.
1€ a;=—a; orallt,j ‘ % 2,31 A a,,
Note: 1. IfAbeasquare matrixthen, AT ;h %
..... Ay, ... @
@) A+ATis a symmetrix Izi iX %1 174 2 o
(ii) A-ATis a Skew-Symmetric matrix
ay Ay e ;e a,
(iil) A.AT and AT.A are Symmetrif matriX - ! "
2. Every square matrix can be uniquely egﬁfessae‘%lzas Asumofa s"y'rhm%'ﬁ‘i
skew symmetric matrix.
DETERMINANTS :

Every square matrix can be associated to an expression or a number which is known as its determination.

IfA= [aij] is a square matrix of order n, then determinant of A is denated by |Al.

1.e.

(25)
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DETERMINANT OF A SQUARE MATRIX OF ORDER 1 :
If A =[a, ]is square matrix of order 1; then determinant of A is defined as |Al =

DETERMINANT OF A SQUARE MATRIX OF ORDER 2 :

If is a square matrix of order 2, then determinant of A is defined as

DETERMINANT OF A SQUARE MATRIX OF ORDER 3 :

21 4y dAp

a,, a, a
If A= [al boal? Al lisa square matrix of order 3 then determinant of A is defined as
a3 A4z as

Ay dp3
d3; Aas3

Fﬁ%@am i”ﬂ} -t

=ay;(ayasz —aya3) —ay; (2833 —a3,8,3) +a;3(aya3 — 331 a3]a32)

SINGULAR MATRIX :

A square matrix is a singular matrix if its determinant is zero.

ie. IAl=0
NON-SINGULAR MATRIX:

A square matrix is a non-singular matrix if its determinant is not zero.

ie. IAl#0
ADJOINT OF ASQUARE MATRIX :

LetA= [aij] be a square matrix of order n and let Cij be co factor of a, in of. Then the transpose of the
matrix of cofactor of elements of A is called the adjoint of A and itis denoted by ‘adj A’.

Thus adjA [ cij]T
Where c, denotes the cofactor of a, inA.

Note—Let A be a square matrix of order n. Then A (adjA) =1AlIn = (adjA) A

(26)



INVERSE OF A MATRIX :
A square matrix of order n is invertible if there exists a square matrix 8 of same order such that
AB=1 =BA
where I_is identity matrix of order n.
Note— 1.  Asquare matrix is invertible iff it is non-singular.
2. Everyinvertible matrix possesses a unique matrix.

The inverse of Ais given by,

A 1 adjA
lA|

ELEMENTARY TRANSFORMATIONS OR ELEMENTARY OPERATIONS OF A MATRIX

(i) Intercharge of any two rows (or columns) : if i" row (column of a matrix is inter changed with j*
row (column), it will be denoted by,

R, & Rj(ci < Cj)
(ii) Multiplying all elements of a row (column) of a matrix by a non zero Scalar : If the elements of

i" row (column) are multipied by a non zero scalar K, it will be denoted by R, — kR [ci — ¢j]

(iii) Adding to the elements of a row (coloum) corresp ebfn s of any other
(iv) Row (column) multiplied by any Scalar K : I Kt q} 'E t%)f (column) are added

to the corresponding elements of the i row (column) it 111 be de
Ri — R + KRj (ci — ci + Kcj)

Example : Find the inverse of the matrix of where,

3 -1 -2
A=|2 0o -I
L -5 0}

Sol. We have,
A=1IA

Or

ApplyingR - R R,

(27)



ApplyingR, >R -2R andR, > R,-3R

=
Applying
1 -1 1 1 =1 0
— 0O 1 1/2|=|-1 3/2 0]A
0O 8 3 -3 3 1

ApplyingR, - R +R,and

R, >R, +2R,
=
Applying 9111
B2 BZ
10 —-1/2 0 /4 |3/2-51/%
=
0 0 1 -5/2 3/2 1/4
Applying
1 0 0] [-5/8 5/4 1/8
N 0 1 0|=-3/8 3/4 -1/8|A
0 0 1 -5/4 3/2 1/4
Hence
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PROPERTIES OF DETERMINANTS :

1. The value of a determinant remains unchanged if its rows and columns are interchanged.

2. If two rows (or column) of a determinant are interchanged then the value of the determined
changes in sign only.

3. If any two rows (or columns) of a determinant are identical the value of the determinant is zero.

4. If each element of a row (or column) of a determinant is multiplied by the same constant say, K
# O then the value of the determinant is multiplied by that Constant K.

5. If each element of a row (or of a column) of a determinant is expressed as the sum (or difference)
of two or more terms then the determinant can be expressed as the sum (or difference) of two
or more determinants of the same order whose remaining rows (or columns) do not change.

6. The value of determinant does not change, if to each element of a row (or a column) be added
(or subtracted) the some multiples of the corresponding element of one or more other rows (or
columns).

APPLICATIONS OF DETERMINANTS
1.AREA OF TRIANGLE :

1
IfA(x,,y,), B (x,,y,) and C(x,, y,) are the vertice 8]; ilgle (i,ll?
o 23 Yoy 2

Areaof

=0

oy 1
Yy |
i |¥5 y; 1

2. CONDITION OF COLLINEARITY OF THREE POINTS :

IfA(x,,y),B(x,,y,) and c(X,,y,) be three points then A, B, C are collinear if area of AABC =0

1.e.

3. Equation of line passing through two points A(x , y ) and B(x, y,) is

(29)



SOLUTION OF ASYSTEM OF LINEAR EQUATION BY MATRIX METHOD

In this method, we first Express the given system of equation in the matrix form Ax =B whose A is called
the coefficient matrix.

For Example, if the Given system of equationisa x +b y+4z=d,ax+by+cz=d,andax +b,y

+c,z=d,, then this system is expressed in the matrix equation form as

and B= Fl;}
d;
Note.—If A is singular, then |Al = 0. Hence A~ does not exist and so this method does not work. This
method work only when A is non singular. H[ 1Lﬁ%£§ﬂ }
CRITERION FOR CONSISTENCY OFA SYSTER# OPEQ‘U
If AX =B be a System of two or three linear equations then we have :
@) If Al # 0, then the system of equation is consistent has unique solution, given by X = A™'B.

(i1) IfIAl=0and (adjA)B =0 then the system is consistent and has infinitely many solutions.

(i) if IAl=0and (adjA) B # 0 then the system is inconsistent and the system of equation have no
solution.

MISCELLANEOUS QUSTION
Part-A
1. Construct a 3 x 2 matrix whose elements in the ith row and Jth column is given by :
(@ 1+3]
(b) 5
¢ i+J-2
@
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Find the values of a, b, cand d if :

(a)

(b)

(©)

Can a matrix of order 1 x 2 be equal to amatrix of 2x 1 ?

If then find (- 7) A.
Find AT (transpase of A) :

(@)

(b)

()

Show that the given matrices are symmetric matrix.

(a)

(b)

(31)



(©)

(d)

Show that each of the following matrices is a skew-symmetric matrix :

(a)

(b)

(©)

(d)

If

(a)
(b)
(©)

and

A+B
A—-B
—-A+B

then find :

(32)



10.

I1.

12.

(d)
©)
®

If
(a)

(b)
(©)

If

3A+2B
Ab
A'BT

AT
(A+B)T
AT+ BT

and then find :

and Find AB and BA.Is AB =BA.

Find the values of x and y, if

(a)

(b)

Find the inverse of the following matrices using elementary operations :

(a)

(b)

(©)
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MISCELLANEOUS QUESTION
Part-B
Construct a matrix of order 3 x 2 whose elements a, are given by :
(@) a,=di-2]
b)) a,=3i-J

(©)

Find the value of x, y and z if :
X+y z | |65

(a) 6 X—y 16 4

(b)

Find X, if :

(a)

(b)

Find A (B +C), if and

Find the inverse of :

(a)

(b)

(©)

(34)



(d)

(e)
MISCELLANEOUS QUESTIONS
Part-C

Find 1A, if :
(a)
(b)

23 [bAaLM 'ﬂi@jjjs B+cos OL}

i iR oL —sin

(©) P

30
(d

Find which of the following matrices are singular matrices :

(a)

(b)
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(©)

(d)

Expand the determinant by using row :

(a)
(b)
2 BR
© A eB
@ 3y
(d)

Find the minors and cofactors of the elements of the second row and third column of the determinant?

(a)

(b)

W = N
—_ N W
N \°]

(36)



Solve for x the following equation :

(a)
(b)
(©)
(d
488 0x3 X
3822 88 x 3=27(x+1)
Show that : 23871 353 xB88-8
(a)
a—b-c 2a 2a
(b) 2b  b-c-a 2b |=(a+b+c)
2c 2c c—a—->b
1+a 1 1
(c) 1 1 1 |=bc+ca+ab+abc
1 1+b 1+c

(37)



a a+b at+b+c
2a 3a+2b 4a+3b+2c| gives what ?
3a 6a+3b 10a+6b+3c

(b+c)? a’ a’
b* (c+a)’ b*> | gives what ?
c? c? (a+b)>

Find the area of AABC when A, B and C are (3, 8), (4,—2) and (5, —1) respectively.
MISCELLANEOUS QUESTION

Part-D
Find all the minors and cofactors of :
1 2 3
3 4 2
2 3 1
3 2 .2
Evaluate by expanding. 34k g x" -y

B wh b8 e @ Y 2) (2 - x)
173 &2 4%

Solve for (x), if

Using property of determinant, show that :

(a)

(b)

(38)



Evaluate :

12 22 32
(a) 22 32 4? (b)
32 42 52

Using determination find the valueof K so that the following points become collinear.
()  (k,2-2k),(—k+1,2k)and (4 -k, 6 —2k)

2) (k,-2),(5,2)and (6, 8)

3)  (3,-2),(5,2)and (8, 8)

1 o o
o 1 o
o o I

(39)



Chapter - 4
CONCEPT OF LIMITS AND CONTINUITY

LIMITS :
In General as x— a, f(x) — 1 then 1 is called limit of the function f(x) which is symbolically written as

limf(x)=1

X—a

LEFT HAND LIMIT :

Left hand limit of a function f(x) is that of f(x) which is dictated by the values f(x) when x tends to a from
the left.

We say given the values of f near x to the left of a. This value is called the left hand limit of f at .

RIGHT HAND LIMIT :

Right hand limit of a function f(x) is that of f(x) which is dictated by the values of f(x) when x tends to a

from the right we say Xli_glh +1(X) given the values f near x to the right of a. This value is called the right hand limit

of f(x) at a.
If the right and left hand limits coincide, we call thatgi;@l)l%llﬂ&ﬂ?@élue as limit of f(x) at x = a and denote it by
Hmf(x)

X—a

EVALUATION OF LEFT HAND LIMITS :

To evaluate L.H.L. of f(x) atx =ai.e. lxl_r}; f(x) we proceeds following :
Step I : Write lxl_f}; f(x)
Step II : Put x =a—h and replace x — g by h — a to obtain

Step II1 : Simlify }}_{{} f(a—h) by usin the formual for the given function.

Step IV : The value obtained in Step IIl is the LHL of f(x) atx =a
EVALUATION OF RIGHT HAND LIMITES :

To evaluate RHL of f(x) atx =01.e. lxl_f};+ f(x) we proceed as follows "

Step I : Write the

(40)



Step II : Put x =a + h and replace x — a*by h — O to obtain

Step II1 : Simplify by using the formula for the given function.

Step IV : The value obtained in Step Il is the RHL of f(x) atx =0
Example : Evaluate the Left hand and Right hand limits of the function

Sol. L.H.L. = limf(x)

=1limf(4—h)

h—o

. (14-h-41) . I-hl
=lim———=lim—
h—o 4—h-4 h—o —h

=lim—
h—o —h
=-1 i ktim f(x)
X
RHL= lil’P £(x) @.’%—xﬁ # X,0,x =4atx :4}
=£1_r)1(}f(4+h)
. 14+h-41
=lim——
h—0 44+h—-4
=1
THE ALGEBRA OF LIMITS
1. limk=k
2.
3. limk.[f(x)ig(x)]zlimf(x)ilimg(x)
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4. limf(x).g(x)=limf(x).limg(x)

6. Hmf ()™ =lim f(x)

X—a

£(x) lim f (x)

7. lime " =ex®

X—a

EVALUATION OF LIMITS
1. DIRECT SUBSTITUTION METHOD :

If by direct substitution of the point in the given expression we get a finite number the number obtained is
the limit of the given expression.

For Example: 1. £EI;(2X2 +3x+5)

Sol. lin21(2x2 +3x+5)

=2(2)* +3x2+5) oo w2 24 +2x)
—8+6+5 200 K% 2)
_ 19 X—a

2. FACTORISATION METHOD :

. f(x) f(x
Consider the limit 1IM——= Tf by putting x = a the rational function
e g(x) g(x)

them (x — a) is a factor of both f(x) and g(x). In such case use factorise the numerator and denominator and

them cancel out the common factor (x—a). After cancelling out common factor we put x = a and obtained the
value.

takes the form 6 or etc.

3 3

. X
For example : lim———
-2 x° =72

Sol.
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. (X +442x)
=lim—=~
-2 (X+2)

_4+4+4
2+2

=3
3. RATIONALISATION METHOD :

Example: 1.

Sol ﬁmVa+2x—J§§Xv3a+x+2J§X a+2x ++/3x
O i Batx—24x | Bax +2Jx

a+2x ++/3x
(a X)+/3a+x +24x
o 3(a—x)/a+2x +4/3x 12/24 2% — 3x
n}‘\/?:a +x —24x
(v3a+x+2J;)
=lim
*”(3Va+2x-+d§;)
_ 4ya
2(3v3a)
_ 2
33
EVALUTION OF LIMITS BY US IN STANDS RESULTS :
1. lim> "% —pan!
X—a X —_— a
ox"=a" m |
2. Iim =

o2 X—a 1
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sin X

3. li =1
x—0 X
n limtanle
x—0 X
-1
5. limsm le
x—0 X
-1
6. limtan le
x—0 X
sinx”  w
7. 1 -
x=0 ¥ 180
8. lin(}cosx=1
o lim sin(x—a) 1
x—a (X—a)
10, limtan(x—a):1
X—a X—a
1. lim& " =logc®
x—0 X
2. lLimS —1
x—0 X
13. lim< —b :loge(bJ
x—0 X
14 lmiogd+0 _,
x—0 X
CONTINUITY AT APOINT :

li_r)nf(x):f(x) < limf(x)=1f(x)=f(a)

A function f(x) is said to be continous at a point x = a of its domain iff lxl_f}} f(x)=f(x)

1.e.
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MISCELLANEOUS QUESTIONS
Part-A

Evaluate each of following limits :

(a)

(b)

(©)

(d)

©)

®

@

(h)

()

)

Show that does not exist.

Find the left hand limit and right hand limits of the functions.

(a)
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x2 x <1
(b) If f(x)= . > 77 find limf(x)

Find the value of ‘a’ such that lim f (x) exist, when f (x) {

,X>1 x—1

a+5 , x<?2
x—1 , x22

Evaluate :
2X
@ limS !
x—0 X
(b)
© m sin 4x
x—0 2X
@ m s'm ax
x—0 sin bx
. lifg SR cos” x)
(e) lim — 2% fg P S
x—0 XZ x=1 1—Xx
9]
(€3]
m 1—cos? x
) x-0 3tan? x
0 m sin x
X—>T TT—X
Q)
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lim tan 70
(k) 6—0 sin 40

@

(a) Show that f (x) = e’ is a continuous function.

(b)  Show that f (x) =e**is a continuous function.

(a) Iff(x)=2x+1,whenx#1andf(x)=3 when x =1 show that the function f (x) is continuous

atx=1.

4x+3 ,x#2 Do .
by Iff(x)= { * * , find whether the function f is continuous at x = 2.

3x+5 ,x=2

(c)  Examine the continuity of f (x) =1x—-2latx=2.

For what value of k is the following function continuous atx =1 ?

x2-1 tan TR s

, when x #2 =

f(x)=1 x-1 : b ~ b R & 3)

k , when x =1

At would points is the functions f (x) continuous in each of the following cases?

@ (0= #‘(i_@
(b)
(©)
@
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MISCELLANEOUS QUESTION

Part-B
Evaluate :
(a)
2
) lim 2X +2x

2
x—=2 X7 4+x7=2X

(©)
O
(e)
®

-1
Find the left hand limit and right hand limit of the following questions : f(x) = | | asx —1

X —

Evaluate :
. ef+e * =2
@ Jm—

(b)

Examine the continuity of the following :

l—x 0<x<l
X 2
1 1

f(x)<— X =—

()2 >
3 1 1
——X —<x<lLatx=—
2 2 2
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5. Determine the point of discontinuity, if the following functions :

x2+3
x> +x+1

(a) (b)

(© (d)

ol 3dt 516 x #2
Xl 16 x=2

(49)



Chapter - 5

CONCEPT OF DIFFERENTIATION

DERIVATIVES :

Suppose fis a real valued function and a is a point in its domain of definition. The derivative of fat a is

. f(a+h)—f(a

defined by lim -2 F W 1@
h—0 h

Provided this limit exists. Derivative of f(x) at a demated by f'(a).

For Example : Find derivative at x =2 of the function f(x) = 3x

Sol. We have
f1(2)=Lin(} f(2+h)—f(2)

i 32+ ) —3x2

h—0 h

. f(x+h)—-f(x)
. 6+3h-6 fim h
=hm—

h—0 h

=1]im3
h—0

=3
In other words

Suppose fis real valued function the function defined by

Wherever the limit exists is defined to be the derivative of fat x and is denoted by f(x). This definition of

derivative is also called the first principle of derivative.

Thus

i Clyn g f(x+h)—f(x)
i f(x)=f (X)—Ll_r)r(}—h

(50)



For example : Find derivative of X by first principle.

Sol. Letf(x)=x> (D)

and fx+h)y=xx+hy* 2)
f h)—f

We know that (;ixf(x) = )l(lg(l)w re(3)

Now from equation (1), (2) and (3) we get

2 2
f/(x) = L XD —x7
x—0

x?+h%+2hx —x2

=lim
x—0 h
_ lim h(h+2x)
x—0 h
=lim(h +2x)
x—0
=2X
Example : Find derivation of sin x by first principle.
Sol. Letf (x)=sinx ...(1)
and f(x+h)=sin(x+h) ...(2)
We know that :

d , . f(x+h)—f
£ =(x) = lim w )

Using equation (1), (2) and (3)

sin(x +h)—sin x
m

2.cos m .sin m '.'sinA—sinB=2cos(A+Bj.sin(A_Bj
2 2 2 2

£(x) = li

x—0

= lim
x—0 h
h)y . h
2cos| X+ — |.sin —
. 2 2
=lim
x—0 h
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sin —
=limcos| x+— |.lim 2
x—0 2)h

h
)
=cos(x+0)x1
=CO0S X
ALGEBRA OF DERIVATIVES OF FUNCTIONS :

d d d
Lo f g0l == f (0 + g
o Lo -gor= L0 -La
X dx dx
30 Lrremor=fo-Le+e0-Lx)
X dx dx
d d
. i{f(x)}z 20 | F0=100) ¢ g(x)
2
dxLg(x) G 4 e e r (x)
dx dx
d
5. —©)=0
6.

DIFFERENTIATION OF SOME STANDARD FUNCTIONS :

Lo =
2 E)=e

3.

4 ogen)=—

(52)



d .

—(sinX) =cosx

™ (sinx)

d .
—(cosx)=—sinXx
dx ( )
i(tan X)= sec? x
dx
i(cot X)= —cosec’x
dx

d
—(secx) =secXx.tan X
dx

d d 411
—(cosec X) = —cosec X.cot X - (]mg;{’sg)= kxt>d
dx dx Vondi —1

d . _ 1
—(sin 1x):—,—kx<1
dx 1-x?

di(cos_1 X)= - ,—kx<1
X

1-x

di(tan_] X)= ! 5, < X <00

X 1+x

15.

16.



MISCELLANEOUS QUESTION

Part-A
Find the derivative of each of the following function by delta method :
(a) 10x
(b) 2x+3
© 3x2
d x*+5

Findthe velocity of particles moving along a straight line for the given time distance relation t the given
values of time t.

(a) s=2+3t;att=2/3
(b) s=8+—-7;att=4
(c) s=7t2—4t+1;att=5/2

Find the derivative of each of the following functions using ab initio method.

() ! x#0
X
®) Wk 4b
W@Gﬁ#_—db/ a
db c
(©)

1
+— x20
@ X+

Find the derivative of each of the following functions from first principles :

(a)

(b)

©) \/§+%;x¢0
X

(d)
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(a)

(b)

(©)

(d)

If £ (x) =20 x° + 5x, find f' (0), f' (3), ' (8)

8 6 4

x° X7 X
If f(x) =———+—-2, find f' (-2).
(x) s 6t indf (-2)

If find atr=2.

If find f (0), £ (1).

Find the derivative of each of the following functions by product rule :

(@)
(b)
©)
(d)

f(x)=(3x+1)(2x=7)
y=02x+1)(-2x-9)

y =x*(2x*+3x + 8)
4x)=x*-4x+5) (x*-2)

Find the derivative of each of the following functions :

(a)
(b)
(©)

(d)

©)

®

@

(h)

()

fa@)=r( -r) (nr*+r)
fx)=x-1)(x-3)(x-5)

f(x)=(3x2+7) 5x—1) B2+ 9x +8) V. ‘E’ > 415 S
3 &xqg +1

2
5x -7

y:
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B X(X2 +3)

0 fo==—

& Y=

() y=3(x>+1)°

m) y=02x*+5x-3)*

1 6 1 :
6 4
n = —x"+=x"+—
-y {6 2 16}
(0)
Find the derivative of second order of the following functions :
@ X

(b) x*+3x2+9x>+10x+1

(©) 2

VX +38
x\+3

(d)
MISCELLANEOUS QUESTION
Part-B
The distance 5 meters travelled in time t seconds by a case is given by the relation s = t*. Calculate :
(a) The rate of change of distance with respect to time (t).
(b)  The speed of car at time t =3 sec.
Given f (t) = 3 — 4t use delta method to find f' (t) ' (1/3).

Find the derivate f (x) = x* from the first principles. Hence find f' (0),

Find the derivative of the function from the first principles.

Find the derivatives of the function by the first principles :
(a) ax + b, where a and b are constants.
(b) 2x*+5
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() x*+3x*+5

@ x-1y

Find the derivative of each of the following functions :
(@ f=px*+gx*+7x-11

b) fx)=x-3x>+5x-8

(©)

(d)

Find the derivative of each of the functions given below by two ways, first by product rule and then by
expanding the product. Verify the two answers are same :

o ik

(b)
|
Find the derivative of the following functions : ﬁ(% ﬂg%j
= X
(a)
(b)
f(x)= 1

© 1+x*
(d)

x—4

f(x)=
@ =T

2
®  foo=2FHS
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10.

3 f—
T +1)2(x 2)

Use chain rule, to find the derivative of each of the function given below :

o (S

(b)

(©)

Find the derivatives of second order of each of the following :
(a)

(b)

c© E+hHEx-=-1

(d)

Wil | 2
MISCELLANEOUS Qs

dy
If find —.
ind i

T
Evaluate, at X = ) and 0.

Ify=—% 4cos’(2x+1): find .
J1-x)? dx

Vx+1 o vx-—1
: in”! , then show thatgzo.
x+1 x+1 dx

If x =acos’ x, y =asin’ x, then find
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10.

I1.
12.

13.

If find d_y

dx

Find the derivative of sin™' x with respect to

2
If y = cos (cos x), prove that d—}zl —cot xd—y +ysin®x =0.
dx dx
If y = tan™' * show that (1 + x*) y, + 2xy =0

If y = (cos™ x)*. Show that (1 —x*) y, —xy,—2=0.

Find the derivative of with respect to x by first principle.

Find the derivative of the each of the following :

@  sin'Vx

(b)  cos!x?

_| COSX

C tan -
© 1+sinx

(d  (2sin'x)

L e

Find — if - .
. & @%ﬁ o
MISCELLANEOUS QUHRTTON 4

Part-D

Find the derivative of each of the following functions :
(@ &Y

b )

Find if:

(a) y= a* log sin x

(b) y=(sinx)cos'x

(©)

(d)
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Find the derivative of each of the functions given below :
(a)

()  f(x)=sin"'x. x""*e*
Find the derivative of each of the following functions :
(@)  y=(tanx)" X+ (cos x)sin*

(b) y = Xtan X + (sin X)cosx

. dy
Find Ix
(a)
et +e "
b Y =
e’ —e
Find%,if:

(a y=ax® S}(g)ﬁ@og x.e"2 X

3N % 5)?
(b) y=7x*+2x. ( )

Find the derivative of the following functions :

(@) y=x%*e*cos3x

(b)

Koo o0 2

d
prove that x vy__ 3

dx 1-ylogx

Find the second order derivative of each of the following :
(@ ¢

(b)  cos(logx)

© x
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Chapter - 6
APPLICATIONS OF DERIVATIVES

RATE OF CHARGE OF QUANTITIES :

d
One quantity of varies with another quantity x satisfying some rule y =f(x), then d_z (or f' (x) represent the

rate of change y with respect to x and (or f'(x)) represent the rate of change of y with respect to x

atx:X0

For there, if two variables x any are varying with respect to another variable ti.e. if x =f(t) and y = g (t)
then by chain rule

Dy dx e dX Lo
dx dt dt dt

x both with respect to. )

Thus the rate of change of y with respect to x can bg %E %cu%ated using the rate of change of y and that of
(%k X:XO
For example: 1. A balloon which always remains spherical, has a variable diameter

determine the rate of change of volume with respect to x.

Sol. Let r be the radius of spherical balloon and volume is v.

diameter of spherical balloon =

radius

1 3
o =—X2(2x43
L= 2( )
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*. Volume of spherical balloon

V)

\Y%

Diff. this w.r. to x we get

27
Hence volume of spherical ballon is changing at the rate of — ﬁ(2X +3)” unit*/unit.

Example 2 : The total revenue received from the sd iéﬁ fg)bdgucgs given by
R (x) = 10x2

Find marginal revenue when x = 5, where by marglnal revenue we mean the rate of change of total
revenue w.e.f. to the number of items sold at an instant.

Sol. Given R (x) = 10x> + 13 x + 24

Since marginal revenue is the rate of change of the revenue with respect to the number of items sold.

dR
. Marginal revenue (MR) = et 20x +13

Whenx=5MR=20x5+13
MR =113 Rs.
STRICTLY INCREASING FUNCTION :
A function f(x) is said to be a strictly Increasing function on (a, b) if
€ (a,b)

Thus f(x) is strictly increasing on (a, b) if the values of f(x) in crease with the increase in the values of x.

X, <x,=f(x)<f(x,) forallx,x,

Graphically, f(x) is increasing on (a, b) if the graph y = f(x) moves up as x moves to the right. The graph of
strictly Increasing function as shown below.
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STRICTLY INCREASINGH FUNCTION

STRICTLY DECREASING FUNCTION :
A function f(x) is said to be a strictly decreasing function on (a, b) if
X <X,= f(xl) > f(x,) forall x , x,€ (a,b)

Thus f(x) is strictly decreasing on (a, b) the values of f(x) decrease with the increase in the values of x.
Graphically it means that f(x) is a decreasing function on (a, b) it its graph moves down as X moves to the right.
The graph of strictly decreasing function as shown below :

LA
2

al Illllllll/
-

A

-

INCREASING FUNCTION : -

A function f(x) is said to be increasing function on (a, b) if x, < x, = f(x ) <f(x ) forall x , X, € (a, b)

Thus f(x) is increasing on (a, b) when the values of f(x) increase and constant at a time with the increase in
the values of x. The graph increasing function as shown below.

wY
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DECREASING FUNCTION :
A function f(x) is said to be decreasing function on (a, b) if x, <x, = f(x)) > f(x,) forall x , x, € (a, b)

Thus f(x) is decreasing on (a, b) when the values f(x) decreases as well as constant at a time with increase
in the vales of x. The graph of decreasing function as shown below.

Y}

f(xzj -------- ----- |

+
TANGENTS AND NORMALS
SLOPE OF THE TANGENT :

Lety =f(x) be a continuous wand let p(x,, y,) be a point on its. Then at point p is slope of the tangent

. dy (dy
to the curve y =f(x) at point . atp=| — =tan o
dx dx atp
ie. slope of tangent at

where ot is angle which the tangent at P makes with the positive direction of x-axis.

1 %"\ f 7 i
\ . | ‘DIW
| IIII & o’
\ [/
/ s A
\ /o
\ _J__J/
/.
A
g
d 0 X
y g 1 0

Slope of The Normal : The normal to a curve at P (x,, y ) is a line perpendicular to the tangent p and
passing through.
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*. Slope of normal at p

=— 1 slope of tangent at p
-1
(&)
dx /,
EQUATIONS OF TANGENT AND NORMAL :
We know that equation of a line passing through a point (x, 37 d having slope is

y=y, =m &%) dx ), (x=x)
Therefore the equation of the tangent at P (x,, y,) to the curve y = f(x) is

and the equation of Normal at P (x , y ) to the curve y = (x) ios
— X — X
dx b

APPROXIMATIONS :

Lety =f(x) be a function of x and Ax be a small change in x and let Ay be the corresponding change in 'y
then

im At dy
=f’
A0 Ay Ax dx (%)
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im A
= ]A‘?’%O—yzd—y+ewheree—>0asAx—>O
Ax  dx

= Ay =d—yAX+e Ax
dx

is a very-very small quantity that can be neglected

. Ay approximately

and also Ay =f (x + AX) ...... f(x)
For Example 1 : Find the approximate value of f (3.02) where f(x) =3x?5x + 3
Sol. Let x =3 and x + Ax = 3.02 then Ax =0.02
We have f (x) =3x*>+5x +3
Whenx =3
f3)=33)+5%x3+3
=3x9 +15+3=45

=(6x +5) Ax
Ay = (6x3+5)x0.02
Ay =0.46
- f(3.02)=y+Ay =45 +0.46
=45.46
Hence approximate value of f (3.02) is 45.46.

Example 2. Find the approximate change in the volume V of a cube of side x meters caused by increasing
the side by 2y,
Sol. Let Ax be the change in x and Av by the corresponding change in v.

Given that
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— =3x2
dx
AV—d—VA
dx
Ave_O
100

Hence, the approximate change in volume is 6%.
MAXIMA AND MINIMA
MAXIMUM :

Let f(x) be a function with domain DCr. Then f (x) is said to attain the minimum value ata pointa € D if
f(x)=f(a)forallx € D.

In such a case, the point a is called the point of minima and f(a) is known as the minimum value or the least

2X

value or the absolute minimum value of f(x). Av =352 x 2%
1

LOCAL MAXIMUM :

A function f(x) is said to attain a local maximum at x = a if there exists a neighbourhood (a— 9, a + 8) of

asuch that
f(x) <f(a)forallxe (a—0,a+90),x#a
or f(x)—f(a)<Oforallxe (a—9,a+09), x#a
In such a case f(a) is called the local minimum value of f(x) atx =a.
LOCAL MINIMUM :

A function f (x) is said to attain a local minimum at x = a if there exists a neighbourhood (a—9, a + 8) of

asuch that
f(x)>f(a)forallxe (a—08,a+0), x#a
or f(x)—f(a)>0forallxe (a—0,a+90), x#a
In such a case f (a) is called the local minimum value of f (x) at x = a.
First Derivative Test for Local Maxima and Minima

Let f(x) be a function differentiable at x = a then

(67)



(A) x=aisapointof local maximum of f(x) if
@ f'(a)=0and
(i) f(x) changes sign from positive to negative as x passes through a i.e. f'(x) >0 at every point
in the left neighbourhood (a—9, a), of a and f'(x) < 0 at every point in the right neighbourhood
(a,a+ 0) of a.
(B) x=aisapoint of local minimum of f(x) if
@ f'(a)=0and
() f'(x)changes sign from negative to positive as X passes through ai.e. f(x) <0 atevery point

in the left neighbourhood (a— 9, a) of a f'(x) > 0 at every point in the right nbd (a, a + d€ ) of
a.

(C) Iff(a)=0butf'(x)does not change signi.e. f'(a) has the same sign in the complete neighbourhood
of a then a is neither a point of local maximum nor a point of local minimum.

SECOND DERIVATIVE TEST :
Let f (x) be a function defined on an interval I and Ce I left be twice differentiable at C. Then

@) x =cis a point of local maxima f'(c) =0 and f"(c) <0
Then f(c) is local maximum value of f(x).

(i1) x = Cis a point of local minima
Iff(c)y=0andf"(c)>0
Then f(c) is local minimum f(x).

(i) The test fail if f'(c) =0 and f"(c) = 0. In this case, we go back to the first derivative and find
whether C is a point of local maxima, local minima or point inflexion.

ROLLE’S THEOREM :
Let f be areal function defined in the closed interval [a, b] such that :
@) fis continuous in the closed interval [a, b]
(i1) fis differentiable in the open interval (a, b)
)  f(a)=1(b)

E
™
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There is at least one point C in the open interval (a, b) such that f'(c) =0
Example : Verify Rolle’s theorem for the function f'(x) = (x - 1), (x—2),x € [0, 2]
Sol. f(x)=x(x-1)(x-2)
f(x) =x*—3x> +2x
@) f (x) is a polynomial function and hence continuous in [0, 2]
(i1) f(x) is differentiable on [0, 2]
(i) Also f(0)=0and f(2)=0
f(0)=1(2)
All the conditions of Rolle’s theorem are satisfied.
Also f(x)=3x>-6x+2
f'(c)=0gives

3C-6C+2=0
+./36—
N C:6_ 366 24

= C=1%

-

We see that both the values of C in (0, 2)
LANGRANGE’S MEAN VALUE THEOREM :
Let f be areal value function defined on the closed interval [a, b] such that :
(a) fis continuous on [a, b] and
(b) fis differentiable in (a, b)
(©) f (b) #f(a)

then there exists a point C in the open interval (a, b) such that

f(b)—f(a)
-a
MISCELLANEOUS QUESTIONS
Part A
1. Find the rate of change of area of a circle with respect to its variable radius r, when r = 3cm.

f'(c)=

3
2. Aballoon which always remains spherical, has a variable diameter 5 (2x +3).Determine the rate of

change of volume with respect to x.
3. Aballon which always ramains spherical is being inflated by pumping in 900 cubic centimetres of gas
per second. Find the rate at which the radius of the ballon is increasing, when its radius is 15 cm.
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10.

I1.
12.

13.

14.

15.
16.

17.

18.

19.
20.

21.

22.

A laddery S5m long is leaning against a wall. The foot of the ladder is pulled along the ground, away from
the wall, at the rate of 2 mi/sec. How fast is its height on the wall decresing when the foot of ladder is 4m
away from the wall.

The total revenue received from the sale of x units of a preoduct is given by R(x) =k10x* + 13x + 24.
Find the marginal revenue when x =5, where by marignal revenue with respect to the number of Items
sold at an instant.

The total cost associated with the production of x units of an Item is given by

(x) 0.007 x* - 0.003 x* + 15 x + 4000.

Find the marginal cost when 17 units are produced, where by marginal cost we mean the instantaneous
rate of change of the total cost at any level of output.

Using differential, Find the approximate value of

Using differentials, Find the approximate value of

Find the approximate value of f (3.02) where fx = 3x*+ 5x + 3.

If the radius of a sphere is measured by 9cm with an error of 0.03 cm, then find the approximate error
in calculating its surface area.

Find the approx. Change in the volume V of a cube of side x meters caused by Incresing the side by 2%.
Find the slope of tangent and normal to the curve,

x>+ x*+ 3xy +y*=5at (1, 1).

Show that the tangents to the curve at oint x =+3 are parallel.
‘ e e T
o Grel

The slope of the curve 6y* =px?+qat (2,-2)is . Find the values of p and q.

Find the equation of the tangent and normal to the circle x* + y? =25 at the point (4, 3).
Find the equation of the tangent and normal to the curve 16x* + 9y = 144 at the point )1, 1) where y,
>0and x,=2.

Find the points on the curve at which the tangents are parallel to x-axis.

Find the equation of all lines having slope-4 that are tangents to the curve

Find the equation of the normal to the curve y = x* at (2, 8)
Verify Rolle’s for the function.

Discuss the applicability of Rolle’s Theorem for f (x) = sin x —sin 2x, x € e [0, 7] is a sine function, it is
continuous and differentiable on (2, 7).

Verify Langrange’s Mean value theorem for f (x) =(x —3) (x—6) (x—9) on [3, 5].
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23.
24.
25.
26.

27.

28.

29.

30.

31.
32.

33.

34.

35.

36.

37.
38.
39.
40.
41.

42.

Find a point on the parabola y = (x — y)? where the tangent is parallel to the chord joining (4, 0) and (5, 1).
Prove that the function f (x) = (4x + 7) is monotonic for all values of x € R.

Show that f (x) = x?, is a strictly decreasing function for all x < 0.

Find for what values of x, the function :

f(x)=x>-6x+8.

Find the internal in which f (x) = 2x* — 3x>— 12x + 6 is increasing or decreasing.

Determine the intervals for which the function f (x) = is increasing or decreasing.

x“+1
Show that :
(a) f (x) =cos x is decreasing in the interval 0 < x <.
(b) f (x) =x—cos x is increasing for all x.

Find the maximum (local maximum) and minimum (local minimum) points of the function f (x) = x*—3x?
=9x.

Find the local maximum and local minimum of the function f (x) = x*>—4x.

Find all local maxima and local minima of the function f (x) = 2x* - 3x>— 12x + 8.

Find the local maximum and local minimum of the following function

3 TX
Find the local maximum and local minimum, if ar%%ﬁﬁf@tion f(X)=sinX +cos X,

Find the local minimum of the following function :
2x3 - 21x* + 36x - 20

Find the local maxima and minima (if any) for the function f (x) = cos 4x :

Find the maximum value of 2x3 —24x + 107 in the interval [-3, —1].

Find the maximum and minimum value of the function f (x) = sin x (1+ cos x)in (0, 7r).
Find two positive real number whose sum is 70 and their product is maximum.

Show that among rectangles of given area, the square has the least perimeter.

An open box with a square base is to be made out of a given quantity of sheet of area a>. Show that the
maximum volume of the box is

Show that of all rectangles inscribed in a given circle, the square has the maximum area.
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